SUPPLEMETNAL DATA S1: Results from sensitivity analysis

Figure 1: Linear programming (LP) methods were used to define initial points, from which we computed locally optimal solutions (using the SNOPT solver in GAMS) below.  Panel A shows the error values (values of the objective function) of all solutions returned with “locally optimal status” by the solver.  Every blue dot represents the error of the flux distribution marked on x-axis.  As shown, more than 90% of these solutions have very similar error values, the remaining has significantly higher.  Every open circle (green) indicates the correlation between the first flux distribution (smallest error) and the flux distribution marked on the x-axis.  Panel B is similar to panel A, except that only solutions within 5% error of the best solution (smallest error) are shown.
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Figure 2: The Hit-and-Run random sampling algorithm was used to define initial points, from which we computed locally optimal solutions (using the SNOPT solver in GAMS) below.  Panel A shows the error values (values of the objective function) of all solutions returned with “locally optimal” status by the solver.  Every blue dot represents the error of the flux distribution marked on x-axis.  As shown, more than 90% of these solutions have very similar error values, the remaining has significantly higher.  Every open circle (green) indicates the correlation between the first flux distribution (smallest error) and the flux distribution marked on the x-axis.  Panel B is similar to panel A, except that only solutions within 5% error of the best solution (smallest error) are shown.
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Figure 3: A normal distribution of isotopomer data based on reported mean and SE was created for each isotopomers of each isolated metabolite (citric acid cycle intermediates).  From these distributions, we randomly drew values to make 100 hypothetical isotopomer datasets, and computed for resulting flux distributions.   Panel A shows the error values of all solutions returned with “locally optimal” status by the solver.  Every blue dot represents the error of the flux distribution marked on x-axis.  Every open circle (green) indicates the correlation between the flux distribution marked on the x-axis and the best flux distribution found with the original data (data point 1, Figure 2B).  Panel B is similar to panel A, except that only solutions within 5% error of the best solution (smallest error) are shown.
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